A hierarchical Bayesian state trace analysis for assessing monotonicity
factoring out subject, item, and trial level dependencies
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